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Abstract 

In this work we focused not only to suggest optimal  among alternate linearly formulated decisions not even 
to unify the better  but at the same time to gain the minimum benefit of doubt, in other words the maximum 
trust or the confidence of decision maker(s). This is achieved with a non-linear programmed and integrated  
interactive e-model  to  resolve the ranking problem  with  aggregation  of known ordering techniques 
weighted / non weighted sum, multi-criteria analysis,  topsis index  and dea superior index or matrix  of  
indexes. Therefore, the novelty is that the solution   satisfies different ranking methods. Furthermore, it can 
also adjust further the suggested weights based on relative supreme relationships according to decision 
maker’s preferences. The power of interactivity enable the running of what-if scenarios, to simulate strategies 
or to proof related theorems. It utilizes several models linear and non-linear and was used in several 
operational cases. Variables values may be expressed as crisp or fuzzy numbers and initial weights from one 
or a group of experts may be assigned. Different data normalization (min-max, linear, vector, z-score) may be 
are utilized. This work resolves the mentioned contradictions by extracting the endogenous composite 
indicators that furthermore may be adjusted and personalized according to experts’ supreme preferences. 
Initially normalization, ranking methods are presented and a new variation of dea composite indicator is 
defined. Subsequently, the non-linear method to unify topsis and dea ranking is described and some theorems 
are proved. Finally, the developed “BoD e-model” is presented deploying the decision making for vessel’s 
emission monitoring   as it was implemented within the content of EMERGE EU project.     
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1. INTRODUCTION 
Decision-making is one of the much-discussed problem of operational research. The problem is formalized 
as linear or nonlinear multivariable objective while constraints, values, and relations are defined and finally 
optimization techniques are applied to unify the better decision. Frequently the solutions of existing 
optimization techniques to rank the dmus (decision making units) differ concluding to low-level trust or 
confidence of decision maker(s). To overcome the doubt shortcoming a model suggesting a set of composite 
indicators (weights) to harmonize the most popular ordering techniques weighted/ non-weighted sum, 
multi criteria analysis, topsis index and dea superior index is implemented. 

2. BACKGROUND 

2.1 Normalization 
Before solve the ranking multivariable dmus problem, values should be assigned to their decision 
attributes. Values could be linguistics or number, crisp or fuzzy, weighted or non-weighted and could be 
in different scales. Therefore, an isomorphic transformation of values in an axiology ranking system (value 
and ordering) known as normalization (or regulation) is required.  One main novelty of z-score method 
that is recommended as the best fit to non-linear homo complexus thinking, is the normalization from 
one to two dimensions transformation (dmu/attribute and attribute/dmu). The two common 
normalization models that are incorporated into proposed system are summarized in table- 1.  Once the 
values are normalized, ordering methods should applied to rank dmus. The most popular methods are the 
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one-axis attributes summary weighted or not (ws) method and the two-axis popular methods dea and 
topsis, which are outlined below. 

Table 1: normalization methods 

Method Formulas 

Min-Max Normalization: For every feature, the minimum value of that feature is 
transformed to 0, the maximum value is transformed to 1, and every other value is 
transformed into a decimal between 0 and 1.  
Guarantees the exact same scale but does not handle outliers well.  

Z-Score Normalization: Z-score normalization is a strategy of normalizing data that 
avoids this outlier issue. In the formula for Z-score normalization  μ is the mean 
value  and σ is the standard deviation. 
Handles outliers, but does not produce normalized data with the exact same scale. 
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2.2 Ordering techniques 

2.2.1 Technique for Order of Preference by Similarity to Ideal Solution  3 
TOPSIS is a multi-criteria decision analysis method, which was originally developed by Hwang and Yoon in 
1981 with further developments by Yoon in 1987 and Hwang, Lai and Liu in 1993. Topsis is based on the 
concept that the chosen alternative should have the shortest geometric distance from the positive ideal 
solution (pis) and the longest geometric distance from the negative ideal solution (nis). It is a method of 
compensatory aggregation that compares a set of alternatives by identifying weights for each criterion, 
normalising scores for each criterion and calculating the geometric distance between each alternative and 
the ideal alternative, which is the best score in each criterion. An assumption of topsis is that criteria 

are monotonically increasing or decreasing. 
Normalisation is usually required as the 
parameters or criteria are often of incongruous 
dimensions in multi-criteria problems. 
Compensatory methods such as topsis allow 
trade-offs between criteria, where a poor result 
in one criterion can be negated by a good result 
in another criterion. This provides a more 
realistic form of modelling than non-

compensatory methods, which include or exclude alternative solutions based on hard cut-offs.  

2.2.2. DEA: Data development analysis 
Data envelopment analysis is 
a nonparametric method n operations 
research for the estimation of production 
frontiers. It is used to empirically 
measure productive efficiency of dmus. The dea 
is used for benchmarking in operations 
management, where a set of measures is 
selected to benchmark the service operations. 
In benchmarking, the efficient dmus, as defined 
by DEA, may not necessarily form a “production 
frontier”, but rather lead to a “best-practice 
frontier” (Charnes A., et al: 1978)).  
 
 
 
  

Figure 1TOPSIS formulation 

Figure 2 DEA formulation 
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m r: nr of output, input criteria,  n DMUs, i criterion index, j DMU index.  𝑣𝑖𝑗, yij : the 

values of i input   and output criterio Efficiency off each j DMU is denoted as  E
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2.2.3 DEA – BOD variation 
Witte & Rogge (2009) presented their benefit of doubt approach which is 
formally tantamount to the original input oriented CRS-DEA3 model of Charnes 
et al.), with all questionnaire items considered as outputs and a dummy input 
equal to one for all observations” The corresponding ranking technique solves 
dea-BoD model solved n times, each for every dmu. The weights wi are the 
unknown variables that are estimated in favor of each alternative so to 
maximize its total performance.  The first constraint allows the comparative 
assessment of all the alternatives. In conclusion, model discriminates two 
clusters of alternatives: Superior alternatives {EJ=1} and Non-Superior 

alternatives {EJ< 1}. The factor ε in the last constraint is a parameter that prevents the weights to accept 
zero values. This condition allows the dmus to succeed even a small contribution to the superiority index 
optimized score of the non-superior alternatives. A typical value that is usually set to ε is 10-6. Higher 
values affect the discriminating power of the method and may result to infeasibility. The constant ε seen 
as a parameter and assigned bigger, more significant values than the proposed -may serve as a 
discriminating mechanism enabling the reduction of the number of superior alternative decisions, thus 
limiting the alternatives proposed as suitable for the decision. The repeatitive process to define 
coefficients in order to find the best among the others is presented in figure 3. A new innovative variation 
calculating only one weight for all criteria nominated as varcoin with a single formula is below presented.  

3. DoB=min (BoD) : Decision of Best: Min(BoD)  

3.1 DoB varcoin 
Searching in DEA the best variation we found that there is a 
unique weight (varcoin) to be applied on normalized values 
suggesting the best among the others. The proposed variation 
finds  the superior index value of all alternatives and the unique 
DMU with j=1  when all questionnaire items for all DMUs 
considered as outputs with  varcoin weight w equal to reciprocal 
of max 𝑒𝑗. The concept may be easily proved! 

3.2 e-DoB model 
As mentioned before whenever alternate optimization techniques are used to rank the dmus often they 
provide solutions that are more or less different concluding to low-level trust or confidence of decision 
maker(s). The aim of this work is to overcome the doubt shortcoming with an implemented interactive e-
model proposing a set of composite indicators (weights) to harmonize the most popular ordering 
techniques weighted/ non-weighted sum, multi-criteria analysis, TOPSIS index and DEA matrix of superior 

indexes. Therefore, the novelty is that the solution satisfies all ranking 
methods by extracting the relative supreme relationships to adjust the 
suggested weights to his preferences. The previously mentioned DEA 
varcoin is also incorporated eliminating drastically the time and maximizing 
at the same time the confidence level. The presentation and 
communication layer is presented in screenshot-xx. The input values of the 
decision problem formulated in a two-dimension matrix of dmus (sc) and 
their assigned attributes (ko): (sci, koj) and are entered in the left-hand data 

layer. Attributes may be weighted or not and weights are entered on top of matrix. Data (values and 
eventual weights) may be entered either manually or from a file or related data base table. Weighted sum 
is calculated and in next step, are normalized, if required and the z-scores are presented. DEA indexes 
using the varcoin (which is calculated and displayed in yellow above DEA head) are also calculated in 
corresponding column.  Finally topsis indexes are calculated and presented in corresponding column. 
Running the program the concept is proved since ranking based on dea, topsis, normalized or none, 
weighted or none sum indexes indicate usual different winning dmus! At this point, the simple but novelty 
idea to aggregate the two main indexes (topsis and dea) for each dmu is formulated and applied. The 
model is formulated as dynamic programming with the objective to minimize the sum of dmus dea index 
standard deviations from corresponding topsis index by changing the applied weights: 

Figure-5 DEA TOPSIS for two 
attributes 

Figure 4 DEA– DoB  index variation 

 

Figure 3 DEA coefficients  
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3.3 e-max (DoB) MCDA personalized option 
Further to the above aggregation that improves the confidentiality level in decision, making the model 
will provide further also the option for more personalized decision based on decision maker in a sample 
ranking preference order (relationship of superiority). In column with label f he fills with numbers (1, 2, 3) 
his preference order and push prefer button. Preferences are saved on a table f.  An lp model is asked to 
find correction factor zj of weight wj for all j attributes. For each k non-selected i dmu the f(i) is set to k+3. 
An LP model has been formulated to find the weights, which will satisfy the decision   maker preferences. 

3.4 DoB: EMERGE case study 
Table 2: Emissions monitoring  weights              New methodologies and systems for ship emissions 

measurments, prediction and pollution footprint 
minimization have been developed taking the advantages 
provided from shipping 4.0 in order to replace or improve 
the conventional statistical and generic solutions as 
outlined from EEOI (energy efficient operation index), 
STEAM         ( Ship traffic emission assessment model) and 
MRV (monitoring, reporting and verification).  Attributes 
of IoT (Internet of things)  network topology: 
architecture, wireless, autonomy , applied big data 

analytics, prediction potential, availability, reliability and maintainability are identified and evaluated for 
a numerus of alternate solutionsi (DeepSea Casandra, Danaos waves, METIS , LAROS, EMIRAM, COSMOS, 
STEAM). TOPSIS and DEA suggest different solutions while the DoB method suggests a solution satisfying 
both of ranking techniques. According to DoB the top-10 attributes are ordered according to their weights 
are presented in table 2 

4. CONCLUSIONS 
This work was inspired from the golden rule “how to the Bod is reduced to naught” as was defined by 
Muhammad Luqman (https://pg.punjab.gov.pk/benefit_of_doubt). The application of DoB coins 
(composite indicators) to aggregate and satisfy the most known ordering techniques TOPSIS and DEA 
transparently as black box from decision makers was evaluated with lowest BoD! Eventually the 
integration of other techniques could be a future enrichment. An extension could be the use of noise 
elimination techniques for further confidence level improvement. 
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argument  weight 

ARM (availability reliability,maintenability) 99 
AI estimation and prediction 87 
Installation time 71 
Response time for decision making 65 
Vessel specific 59 
Operation specific 48 
expandability 30 
Open architecture 18 
Modbus , nmea  etc. interoperability   17 
Installation & maintenance cost 10 

Figure 6: Multi criteria decision making according to decision makers’ preferences 

𝑚𝑖𝑛 ∑ (𝑧𝑤)𝑗
#𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠
𝑗=1 k=3: [𝑖 = 1: #𝑑𝑚𝑢𝑠  𝑖𝑓 𝑓(𝑖)= " " then [ f(i)=k : k=k+1 ]} 

𝑠𝑐𝑜𝑟𝑒(𝑓(𝑖)) = ∑ (𝑧𝑤𝑣#𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒𝑠
𝑗=1 )𝑓(𝑖)𝑗        𝑠𝑐𝑜𝑟𝑒(𝑓(1)) > 𝑠𝑐𝑜𝑟𝑒(𝑓(2)) > 𝑠𝑐𝑜𝑟𝑒(𝑓(3))  

∀𝑘   {1: #𝑑𝑚𝑢𝑠 − 3}): 𝑠𝑐𝑜𝑟𝑒(𝑓(3) > 𝑠𝑐𝑜𝑟𝑒(𝑓(𝑖) 
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Screenshot 1:  DoB presentation and interaction screen 
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